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ABSTRACT
Low Earth Orbit (LEO) satellite constellations are emerging
as key to robust global internet connectivity, especially in
areas that lack adequate terrestrial connectivity either due
to lack of financial viability or due to disruptions caused by
wars and natural disasters. Yet, such LEO constellations are
few in number and can arbitrarily turn off access in times of
conflict. This has led to demands for independent satellite
constellations by different countries and organizations. We
argue that such independent constellations are impractical,
wasteful, and unsustainable due to the orbital dynamics of
LEO satellites. Instead, we propose multi-party decentralized
constellations wherein different parties contribute a small
number of satellites to a shared constellation. Such multi-
party constellations are robust to a subset of participants
backing out and reduce economic costs, capacity waste, and
orbital occupancy. We discuss multiple technical develop-
ments that make such designs possible today and list open
questions for further investigation.

CCS CONCEPTS
• Networks → Network design principles; • Computer sys-
tems organization→Dependable and fault-tolerant systems
and networks.
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Figure 1: (a) Orbital motion of a LEO satellite across three
hours (the color changes from red to blue with time). (b) Design-
ing region-specific satellite networks is inefficient. Satellites
meant for region A are only available for few minutes in region
A and have spare capacity during other times which can be
used by other regions.

1 INTRODUCTION
Low Earth Orbit (LEO) satellite constellations are experienc-
ing rapid growth as means for global Internet connectivity.
Such constellations are the primary means of connectivity in
areas where terrestrial infrastructure is absent, insufficient,
or destroyed by human or natural disasters (e.g., wars and
natural emergencies). Recently, such connectivity has proven
useful in many scenarios such as the tsunami in Tonga [35]
and Russia’s invasion of Ukraine [7].
Today, Starlink [37] is the largest deployed broadband

constellation comprising nearly 6000 satellites [43], with
over three million subscribers [49]. The primary competi-
tors include OneWeb [32] and Amazon Kuiper [18] constel-
lations. However, the centralized control of a few mega-
constellations for such an essential utility is increasingly
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being seen with suspicion. Such suspicions were height-
ened by the tactical role of Starlink in the Russia-Ukraine
war [6, 33, 36]. In response to such suspicions, Taiwan re-
cently announced plans to build their own satellite network.
Such steps are largely motivated by lack of trust in the op-
erators – if the operator shuts down connectivity over a
region during an emergency or war, users are left with little
recourse. As a Taiwan government official notes [42], ‘we
cannot put all our eggs in one basket’. Similarly, South Korea
announced plans to develop an operational LEO constellation
by 2030 [41].
We argue that the launch of independent constellations

by multiple nation states and corporations is (a) expensive,
(b) wasteful, and (c) unsustainable. This is due to the unique
orbital characteristics of LEO constellations. LEO satellites
operate in low orbits, nearly 500-700 Kilometers above Earth,
and have an orbital period of approximately 1.5 hours. Since
Earth rotates at a period of 24 hours, these satellites are not
in sync with Earth’s motion. Therefore, as shown in Fig. 1a,
the satellite covers different paths on Earth during each orbit.
Due to this orbital motion, a single satellite can only offer few
(less than ten) minutes of coverage per day to a given region.
Providing complete coverage needs megaconstellations of
hundreds to thousands of satellites, requiring expenditures
of billions of dollars. Amazon and Starlink have projected
that building fully operational LEO networks requires in-
vestments between 10-30 billion dollars [2, 34]. Despite such
large investments, region-specific satellite networks waste
most of their capacity because the satellite is doomed to be
idle when it is not over the region of interest (e.g., in Fig. 1b,
the satellites are idle when not over region A). We show
in Sec. 2 that such satellites are idle over 99% of the time.
Finally, an increase in the deployment of large constellations
will lead to increased orbital congestion, with higher risks
of collisions and increased obstructions for astronomical
observations [44].
Therefore, we aim to identify an alternative solution for

trusted and robust coverage without relying on independent
satellite networks by each competing entity. Specifically, we
propose a decentralized multi-party low earth orbit (MP-
LEO) network. In an MP-LEO constellation, each participant
contributes a small number of satellites and does not need
to deploy large constellations to get continuous coverage.
These satellites, however, offer their spare capacity to other
users of the network when not in use by the contributor’s
devices (leading to reduced waste). In turn, the contributors
can access the network through the spare capacity of other
satellites. MP-LEO’s goal is to design constellations that offer
distributed control. Unlike the status quo, it is impossible for
a single party to shut down the entire MP-LEO constellation
or deny service to a specific region. Even if a small num-
ber of parties collaborate, they can cause (at worst) minor

degradation to the network, proportional to their stake in
the network. Therefore, MP-LEO can reduce economic costs
and waste while improving trust and sustainability.
We envision that both government entities and private

companies such as terrestrial internet service providers can
participate in MP-LEO. Countries can guarantee satellite ac-
cess during adversity through participation in such networks.
Similarly, using MP-LEO, private companies can begin to
serve as independent satellite network providers, without re-
quiring multi-billion dollar investments, thereby increasing
competition in this sector. Such multi-party collaborations
have historically been successful in space, e.g., in the Interna-
tional Space Station [31]. Finally, there is a slew of emerging
technological primitives that make such partnerships mu-
tually beneficial and robust. For example, there is a recent
emergence of satellite-as-a-service launch models where par-
ticipants can just own or rent parts of a satellite (e.g., just the
radio module for connectivity) to reduce launch costs [9, 40].
Similarly, advances in multi-party computation can enable
robust distributed control [19, 22].
Designing MP-LEO opens up several dimensions of re-

search questions. First, there are questions of designing in-
centives for participation.What financial incentives motivate
new participants to join such networks? What constitutes
good behavior for participating parties in such a shared net-
work? How do satellite operators charge for their services?
What are the optimal orbits for satellite deployment? The
second dimension of questions revolve around trust and ro-
bustness. How do we prevent individual satellite operators
from denying service to others while continuing to benefit
from other satellites? What happens when a participating
party chooses to step out of the network? How do we deal
with satellite failures?

A key observation in our work is that incentive design
and robustness of the MP-LEO constellations are closely re-
lated. For satellite networks, simply incentivizing individual
parties to maximize coverage leads to more robust networks.
Specifically, we find global coverage is optimized if we deploy
satellites far from each other in distance (and orbital param-
eters). Such a design naturally leads to a constellation where
satellites from multiple parties do not form a cluster and
are interspersed. Such constellation designs are also more
robust. Even if one party backs out from the constellation, it
doesn’t create large continuous gaps in orbital coverage and
connectivity (but leads to reduced capacity).
We discuss these design considerations, trade-offs, and

design choices in the rest of this paper. We note that the
designs presented in this paper are works in progress, and
highlight several open questions in Sec. 4.
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Figure 2: Relationship between the number of satellites and
percentage of time without coverage.

2 THE NEED FOR DECENTRALIZED
SATELLITE NETWORKS

We begin by quantifying the need for a decentralized con-
stellation using Microsoft’s CosmicBeats [29] simulator. It
simulates satellite orbits and satellite-ground links using
Two Line Element (TLE) orbit descriptors.
High cost of satellite networks: First, we ask how many
satellites are needed to provide coverage to a target location,
i.e., how many satellites would a country need to deploy to
serve their own users? We select Taiwan as the target for
this simulation and place a receiver at a central location in
Taipei, Taiwan. We quantify the coverage gap across one
week, averaged across one hundred runs of the simulation.
In each run, we randomly sample satellites from the Starlink
network.
Fig. 2 shows the percentage of time without any cover-

age (i.e., no satellite is visible) with increasing number of
satellites. As shown, the coverage improves with increasing
number of satellites in the constellation. With 100 satellites,
the user has no coverage for over 50% of the time, with con-
tinuous gaps of up to over an hour. To achieve over 99.5%
coverage, we need at least 1000 satellites. In practice, net-
works aim for five-nine (99.999%) availability, which would
require even larger constellations.
Under-utilization due to orbital patterns:Next, we demon-
strate that if a single region were to deploy their own satellite
constellation, these satellites would be significantly underuti-
lized outside their designated region. We use the simulation
to quantify each satellite’s idle time, i.e., times when it is
not connected to a user terminal. For this simulation, we
consider placing user terminals between one to 21 cities. The
analysis includes the top 20 most populated cities, limited
to one per country. We add Melbourne, Australia, to ensure
representation from all major continents. Fig. 3 illustrates the
relationship between the number of cities served and satellite
idle time. If we deploy a constellation to serve just one major
city, each satellite will be idle for 99% of the time, leading

Figure 3: Relationship between the number of cities served
and satellite idle time

to massive under-utilization. As we expand the number of
cities covered across the world, satellite idle time decreases.
Our simulations confirm two key observations: (a) large

satellite constellations and correspondingly large invest-
ments are necessary for providing coverage even in geo-
graphically small areas; (b) global sharing of satellites im-
proves satellite utilization. This analysis also presents the
potential upside for MP-LEO constellations – a participant
contributing just 50 satellites can get coverage worth over
1000 satellites by trading off their spare capacities with oth-
ers. These observations arise from the natural orbital motion
of LEO satellites and highlight the need for decentralized
networks. At this point, one might wonder – why not use
geostationary satellites that do not move with respect to
earth? Such satellites operate at heights of around 36000 Km,
leading to orders of magnitude degradation in network la-
tency (second-level) and capacity compared to LEO satellites.
Comparison to decentralized terrestrial networks: Such
decentralized networks have been previously deployed in
terrestrial cellular and Internet-of-things contexts, e.g., the
Helium network [14]. We are motivated by these designs
and believe that MP-LEO networks will build on many of the
primitives in decentralized cellular networks. However, the
orbital motion of satellites lead to a fundamental difference
– a user cannot simply deploy satellites overhead to provide
coverage to themselves. This is unlike terrestrial networks,
where gaps in coverage can be filled with local solutions, e.g.,
by deploying additional base stations. Moreover, unlike the
terrestrial case, the natural motion of satellites leads to long
idle times when the satellite is not overhead. This makes
decentralized satellite constellations more compelling than
decentralized terrestrial networks.
Satellite design and launch: The design of satellites and
their launches have increasingly been democratized, reduc-
ing the cost and expertise barriers of entry. This would allow
even smaller companies and Internet service providers to
participate in an MP-LEO constellation. For example, there is
an emerging paradigm in the satellite community – satellite-
as-a-service (SaaS) [9, 40]. Under this paradigm, a network
operator can just design a radio module without having
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to worry about designing a satellite themselves. A satellite
launch company will pack different modules (e.g., a cam-
era module from Earth observation companies and a radio
module from a MP-LEO participant) onto a single satellite to
reduce launch costs. In addition, some companies [40] can
rent out existing radio modules on already launched satel-
lites. Such technological trends in the space sector enhance
the feasibility of MP-LEO network designs.

3 CONSTELLATION DESIGN
Our design choices for MP-LEO are motivated by the follow-
ing goals:

• Global coverage: To begin with, we aim to optimize
satellite coverage for people across the globe.

• Robustness and trust: The constellation should be
robust to individual parties leaving the network and
satellite failures. Any degradation should be propor-
tional to their stake in the network. Such robustness
is essential for establishing multi-party trust.

• Financial viability: Network participants should be
appropriately compensated for launching and main-
taining satellites.

• Incremental deployment: We expect the network
to be incrementally deployed, therefore, we consider
that as the primary deployment case in our current
analysis.

3.1 Design overview
A satellite network consists of three components: user termi-
nals, satellites, and ground stations. Most satellite networks
today operate using a bent-pipe architecture [8, 47]. A user
terminal communicates data to a visible satellite, which re-
lays it to a ground station in its range (see Fig. 1b). Some
satellites today utilize inter-satellite links (ISLs) but such
ISLs are infrequently used, e.g., when a ground station isn’t
visible.

For decentralized networks, we opt for a transparent bent-
pipe architecture. In a transparent architecture, the satellite
does not even decode the signal transmitted by the user ter-
minal. The satellite acts as a radio-frequency repeater and
simply repeats the uplink radio signal on its downlink to the
ground station. This allows a satellite to support multiple
communication protocols and modulations. Such transpar-
ent designs were commonly used in geostationary satellites
because such satellites are in orbit for decades and cannot
be updated to support new protocols frequently.
This design choice has three other benefits. First, termi-

nals and ground stations can agree on their own local RF
protocols, modulation schemes, and encryption, preventing
satellites from decoding the signals and offering high privacy
protections. Second, the burden of decoding, processing, and

routing data falls on the ground stations, greatly simplifying
the satellite design. Finally, this design does not require satel-
lites to have ISL capabilities which would otherwise require
interoperability among satellites from different operators.
In our design, a participant’s terminals connect to their

own ground stations. Given the recent emergence of ground-
station-as-a-service offerings by major cloud providers like
Amazon and Microsoft [1, 30], deploying a ground station
does not require extensive effort and can be purely done
by defining software-defined radio blocks that can run on
existing ground station deployments. Therefore, if an inter-
net service provider wants to offer services in a local area
(say New York), they just need to deploy their terminals and
ground stations (or rent existing ground stations in the area).
On these sub-networks, the entities have complete control
over billing, policy, and network security.
Finally, we note that such designs naturally circumvent

concerns about data sovereignty due to the participants’
ability to choose their own communication protocols and
encryption schemes.

3.2 Participation Incentives
Terrestrial decentralized networks, such as Helium, provide
financial incentives to network participants for (a) verifying
the coverage being provided by other participants, (b) pro-
viding coverage to their users, and (c) verifying transactions
in the network. In principle, MP-LEO networks can follow
similar incentive structures. Ground stations at random loca-
tions can verify coverage by pinging satellites when they are
overhead, and provide proof-of-coverage to earn rewards.

Similarly, consumers pay satellite operators to carry traf-
fic, in proportion to utilization. These prices can be dynami-
cally set, leading to open data markets, or they can be pre-
determined. Participants with more satellites have more op-
portunities to carry data and can, therefore, earnmoremoney.
These financial exchanges can be mediated by centralized or
decentralized systems (e.g., cryptographic tokens). Note that,
the same participant can both be a consumer (e.g., if they
are using spare capacity of other satellites) and a provider
(if their satellite’s spare capacity is being used by others).
The design of these markets, their equilibrium, and their
bootstrapping are open questions that we discuss in Sec. 4.
One might argue that terrestrial p2p networks, such as

Guifi [4], have succeeded without dependence on profitabil-
ity or crypto-based incentives, demonstrating the potential
for non-profit participatory models. However, without finan-
cial incentives, the fixed costs for setting up and maintain-
ing a satellite node are significantly higher than those for
terrestrial networks. This suggests that while participation
incentives in satellite constellations can be inspired by these
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principles, they must also account for the steeper financial
barriers inherent to satellite networks.
Helium-like networks design incentive structures to of-

fer higher rewards in regions of low coverage. However, as
discussed before, increasing coverage in specific areas is non-
trivial in satellite networks. How does one design satellite
constellations that can reduce coverage holes in space-time?
We consider the implications of different orbits on such cov-
erage holes in Sec. 3.3. Specifically, for the rest of the paper,
we consider design decisions that maximize the population
weighted coverage over 21 most populous cities in the world
(picked as before – no two cities from the same country and
the addition of Melbourne for coverage of the Australian
continent). In practice, the constellations can optimize for
other similar objectives, such as by accounting for purchas-
ing power parity, cost of data, etc.

Finally, we note that participants inMP-LEO constellations
can either choose to optimize for their profit (e.g., private
companies) or optimize for connectivity in their own region
(e.g., countries). In our simulations, we find that these choices
are often co-related, but do not exactly lead to the same
outcomes. Even when a participant optimizes for local gains
over global outcomes, the spare capacity is spread across the
globe and benefits the rest of the network.

3.3 Constellation Design to Reduce
Coverage Gaps

Orbits are defined by their inclination with respect to the
poles, height, and the orbital plane, and are constrained by
physical laws as well as regulation. Given these constraints,
we need to identify optimal satellite deployment such that it
maximally increases the global coverage time. Simply adding
a satellite anywhere in the constellation is insufficient to
achieve this. We quantify the improvement in population-
weighted global coverage time across one week, averaged
over one hundred runs of the simulation. In each run, we
randomly sample a single satellite from the Starlink network,
and add it to the existing base satellite(s). We plot the re-
sults in Fig. 4a, which demonstrates the significant impact
of satellite placement on coverage.

When adding a satellite to a single-satellite constellation,
the coverage increases by over 1 hour on average, with a
maximum increase over 4 hours. This enhancement is no-
table in lager constellations comprising 100 and 500 satellites.
The gains in coverage are most pronounced when the initial
number of satellites is small, highlighting the importance of
strategic satellite positioning within the orbit to maximize
coverage benefits.
To further investigate the optimal strategy for efficiently

filling coverage gaps, we simulated an imaginary constel-
lation with 12 satellites, each 30 degrees apart in the same

orbital plane. This plane has an inclination of 53 degrees and
a height of 546 Km (chosen to be consistent with Starlink’s
design). We then consider adding a satellite at 29 locations
between two of these original satellites, spaced about 1 de-
gree (120 km) apart in phase. We calculated the coverage
improvement compared to the original set of 12 satellites.
Adding a satellite at the midpoint between two original satel-
lites (15 degrees from each) yielded the maximum coverage
improvement, as shown in Fig. 4b. This demonstrates that
strategically positioning a satellite at the farthest point from
existing satellites maximizes coverage benefits.
Real-world constellation design also considers two other

factors – inclination and altitude. To consider these factors,
Fig. 4c shows the impact of adding a new satellite to an
existing set of four Starlink satellites (53-degree inclination,
spaced approximately 90 degrees apart in the same orbital
plane). The new satellite was chosen from three categories:
1) Different inclination (43 degrees), 2) Same orbital plane
and phase but different altitude, 3) Same orbital plane but
different phase. The results showed that adding a satellite
with a different inclination provided the highest coverage
improvement, increasing by about 1 hour and 11 minutes.
This suggests that varying inclination significantly improves
coverage by introducing diverse orbital paths. Additionally,
the other two categories (different altitude and phase) also
showed over 30 minutes of improvement, suggesting that
multiple factors can contribute to increased coverage.

Our analysis demonstrates that as the constellation evolves,
contributors are incentivized to deploy satellites in orbital
configurations different from other satellites. By identifying
the largest coverage gaps and filling them, satellite opera-
tors will have exclusive access to potential consumers dur-
ing these gaps increasing their revenues. Such placement
also benefits the global network operation by maximizing
network coverage. Finally, we note that this design also en-
hances robustness – when participants pull out, it does not
lead to large continuous disruptions in coverage.

3.4 Robustness
How much does an MP-LEO constellation suffer in terms of
coverage when participants decide to back out?Wemeasured
the coverage reduction over oneweek, averaging results from
100 simulation runs. In each run, we start with a base group
of 𝑁 satellites (the values of 𝑁 are 200, 500, 1000, and 2000).
Then, we withdraw a random selection of 𝑁

2 satellites. We
estimate and plot the reduction in coverage in Fig. 5. When
the satellite constellation is small (𝑁 = 200), the coverage
reduction is significant at 1 day and 16 hours (24.17% drop in
coverage). As the total number of satellites increases, this loss
subsides – reducing to 0.37% at 2000 satellites. As expected,
the network grows more robust as more satellites join in.
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(a) Addition of One Satellite (b) Impact of phase variation (c) Impact of different factors

Figure 4: Coverage Implications of Constellation Design – (a) A single satellite added to the constellation has decreasing benefits on
the coverage provided by the constellation. (b) When a satellite is added between uniformly placed satellites, its impact is maximum
when it is farthest from existing satellites. (c) Inclination, height, and phase have varying impacts on the additional coverage.

Figure 5: Reduction in coverage when half of the satellites in
a constellations deny service.

Figure 6: Reduction in coverage (in percentage) for various ra-
tios between different parties in MP-LEO networks. The largest
party denies service.

What is the impact on coverage when a single largest par-
ticipant pulls out of an MP-LEO constellation? We simulated
a scenario with 1,000 satellites where the contribution ra-
tios of 11 parties vary from equal (1:1:...:1) to highly skewed
(10:1:...:1). In each run, we withdrew the satellites of the
largest party. The results in Fig. 6 show a clear correlation
between contribution distribution and network robustness.
When contributions are equal (e.g., 91 satellites each) the
reduction in coverage is minimized, showcasing optimal re-
silience. Conversely, when contributions are skewed (e.g.,
one party contributes 500 satellites, others 50 each), the cov-
erage loss is more pronounced. However, even in a highly
skewed scenario, the network is service-able (5.5% gap or 10

hours of no coverage across a week) due to the other parties
still contributing about half of the network.

4 OPEN QUESTIONS
Our goal is to leave the reader with multiple open questions
about various aspects of MP-LEO design.
Bootstrapping decentralized networks: Bootstrapping is
a challenging problem in decentralized networks. Early par-
ticipants contribute a small number of satellites, which do not
provide continuous coverage and, hence, find few customers.
Such questions have been tackled by terrestrial decentralized
networks by issuing tokens to early adopters with future
financial value. In addition to exploration of token-based de-
signs, we anticipate that early sparse MP-LEO deployments
can provide global coverage for delay tolerant applications
(e.g., IoT and opportunistic high volume transfers) at lower
unit costs.
Market design:Howmuch should satellite operators charge
for data access? What kinds of quality-of-service can they
provide? How do users choose between competing satel-
lites after the deployment reaches complete coverage? These
game theoretic explorations of market design are interesting
open questions.
Bent-pipe architectures and inter-satellite links (ISLs):
Different variants of MP-LEO’s design can choose to alter
the bent-pipe architectures to operate at the packet-level,
i.e., the satellite decodes and relays bits as opposed to relay-
ing the raw RF signal, thereby avoiding any amplification
of noise from ground transmissions. Such designs can still
offer packet-level encryption. Furthermore, our current de-
sign omits ISLs to simplify satellite architecture and reduce
costs. However, future work can consider ISLs to enable data
routing between satellites without needing to relay signals
through ground stations.
Multi-party control: So far, we have not explored multi-
party control, i.e., in our proposed design, each party controls
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their own satellites. Space-based trusted execution environ-
ments [28] have been proposed and can potentially be uti-
lized to provide cryptographic guarantees on what runs on
the satellite and how they are controlled (e.g., by consensus
from multiple parties).
Open-source designs: Open-source designs for user termi-
nals, satellite radios, and ground station receivers can greatly
facilitate mass adoption. Such designs must account for size,
weight, power, and RF constraints.
Spectrum access: Spectrum sharing between terrestrial and
satellite users is an active topic of research, e.g., in 6G net-
works [17, 20]. Our current design delegates spectrum man-
agement to ground stations and user terminals since the
satellite acts merely as a repeater (and will be designed as
compatible with primary satellite frequencies – X and Ka/Ku
bands). However, we anticipate that active spectrummanage-
ment strategies are required for efficient spectrum utilization.

5 RELATEDWORK
There has been a rapid expansion in the usage of LEO satel-
lite constellations for global connectivity. Previous research
in LEO satellite connectivity has been dedicated to satellite
network measurement [16, 27], edge computing in satel-
lites [5, 24, 38], inter-satellite links [11, 13], satellite secu-
rity [10, 25, 48], and satellite-ground station traffic schedul-
ing [39, 45, 46]. However, most research presumes central-
ized control of satellite constellations and does not consider
a decentralized approach.

The closest to our work is Mosaic [23], which focuses on
sharing a single satellite by deploying networking stacks for
multiple mobile network operators (MNOs) to enable direct-
to-cell multi-tenancy. Such designs don’t concern themselves
with questions of coverage or constellation-level sharing,
which are essential for multi-party LEO constellations.

The concept of sharing infrastructure has been explored
in other networking domains, such as datacenters [15, 21]
and distributed cellular networks [3, 12, 14, 26]. In datacen-
ters, the practice of resource pooling allows multiple users
to share computational and storage resources efficiently, op-
timizing utilization and reducing costs. There has been a
similar approach in cellular networks [3]. It introduces a
framework that enables MNOs to share base stations and
backhaul networks, which reduces operational costs. While
conceptually similar, as mentioned before, sharing satellite
networks raise unique opportunities and challenges due to
orbital dynamics.

6 CONCLUSION
We demonstrate that independent competing LEO constella-
tions are prohibitively expensive, limit competition, and lead

to unnecessary orbital occupancy. Instead, we provide a blue-
print for shared multi-party LEO constellations. Participants
in MP-LEO constellations cooperatively maximize coverage
for themselves and others at much lower costs. We demon-
strate that such designs can be robust to parties leaving the
network or satellite failures. While our work highlights the
promise of MP-LEO constellations, our designs are a work
in progress and reveal a lot of open questions for the com-
munity to collectively tackle.
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